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What and How
Executive Summary 

● The goal was to build a Machine Learning 
solution that can help shortlisting VISA 
canidates that have a higher chance of a 
VISA approval

● The classification model will facilitate the 
process of visa approvals and recommend 
a profile of canidates  should be certified 
or denied based on identified factors

● Utlizied data to build classification models 
that would provide VISA recomendations

● Identify factors that influence VISA 
approvals and rejections

● Focused on data from

○ Employee attributes

○ Wages

○ Geographic factors

○ Previous jobs
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Conclusions and Recomendations
Executive Summary 

● Based on our analysis, people who 
are granted a VISA have the 
following attributes
● At least a high school education
● Higher Education
● Has job experience
● Are paid yearly

● OFLC should focus on fastracking people 
with university level education, who have 
work experience and are have salaried 
wages

● Once the desired performance is achieved 
from the model, the company can use it to 
utilize the attributes to fast-track people 
in the VISA application process.
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How can we disover the best attributes for VISA approvals
Business Problem Overview and Solution Approach

● Find the best attributes that will lead to fast tracking VISA candidates that are likely to be approved

● What does the data tell us?

● The Approach

● Developed the questions to explore data with

● Perform data overview

● Exploratory Data Analysis

● Data Preprocessing

● Model Building – Decision Tree, Bagging, Random Forest, Boosting, XGBoost, Stacking

● Finalize model  summary

● Developed recomendations
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Data Overview
EDA Results

● 25,480 Rows
● 12 Columns

● Case Id (object)
● Continent (object)
● Education of Employee (object)
● Has Job Experience (object)
● Requires Job Training (object)
● No of Employees (int64)
● Years of Establishment (int64)
● Region of Employment (object)
● Prevailing Wage (float64)
● Unit of Wage (object)
● Full Time Position (object)
● Case Status (object)

● Object (9), Int64 (2), Float64 (1)

● No duplicates
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Data – Average, Max, Min
EDA Results

● Number of Employees
● 5,667

● Year Company Established
● 1979

● Prevailing Wage
● 74,456

● Number of Employees
● 11

● Year Company Established
● 1800

● Prevailing Wage
● 2

● Number of Employees

○ 602,069
● Year Company Established

○ 2016
● Prevailing Wage

○ 319,210

Average Max Min
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Data – Employee Attributes
EDA Results

● Most applicant have
● Higher Education
● Don’t need job training
● Have worked before
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Data – Employee Attributes
EDA Results

● Europe and Africa are the most likely 
to be approved

● As education level rises so does the 
likelihood of approval

● Most have job experience and do not 
need training
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Data – Employer Attributes
EDA Results

● Most of the employers are small 
companies
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Data – Wage Attributes
EDA Results

Observations wit have less than 100 in prevailing wage
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Data – Wage Attributes
EDA Results

● Wages have a right skew
● Most applicants are salary
● If an applicant is paid hourly 

they are the most likely to be 
denied
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Data – Wage Attributes
EDA Results

● Wages are highest in islands and the 
Midwest

● Prevailing wages are right skewed
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Data – Geograpical Attributes
EDA Results

● The Midwest and South have 
the highest approval

● Europe and Africa have the most 
approvals
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Data – Geograpical Attributes
EDA Results

● Most applicant have
● Are from Asia
● Work in the Northeast, South 

and West
● Don’t need job training
● Have worked before
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Data – Correlation
EDA Results

● Little correlation between

○ No of employees

○ Year company established

○ Prevailing wage
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Data Prep
Data Preprocessing 

● Made all negative values positive

● There are a lot of outliers

● Dropped Case Status Column

● Created dummy variables
● Split data into training and testing sets 

(70/30)

● Both training and test sets are 66% (train) 
and 33% (test)
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Decision Tree
Model Building 

● Overfitted

Training Accuracy Recall Precision F1

D-Tree 1.0 1.0 1.0 1.0

Testing Accuracy Recall Precision F1

D-Tree 0.66 0.74 0.75 0.75

● DecisionTreeClassifier (Random_State1)
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Decision Tree with Hyperparameter Tuning
Model Building 

● Not overfit
● All measures match

Training Accuracy Recall Precision F1

D-Tree 

Hyper

0.71 0.93 0.72 0.81

Testing Accuracy Recall Precision F1

D-Tree

Hyper

0.71 0.93 0.72 0.81

● DecisionTreeClassifier (class_weight=‘balanced’, max_depth=5, 
max_leaf_nodes=2, min_impurity_decrease=0.0001, min_samples_leaf=3, 
Random_state=1)
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Bagging
Model Building 

● Overfit

Training Accuracy Recall Precision F1

Bagging 0.99 0.99 0.99 0.99

Testing Accuracy Recall Precision F1

Bagging 0.69 0.76 0.77 0.77

● BaggingClassifier(Random_State=1
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Bagging with Hyperparameter Tuning
Model Building 

● Overfit

Training Accuracy Recall Precision F1

Bagging 

Hyper

1.0 1.0 0.99 1.0

Testing Accuracy Recall Precision F1

Bagging

Hyper

0.73 0.90 0.74 0.81

● BaggingClassifier (max_features=0.7, max_samples=0.7, n_estimators=100, 
Random_state=1)



Proprietary content. © Great Learning. All Rights Reserved. Unauthorized use or distribution prohibited.

Random Forest
Model Building 

● Overfit

Training Accuracy Recall Precision F1

Random 

Forest
1.0 1.0 1.0 1.0

Testing Accuracy Recall Precision F1

Random 

Forest
0.73 0.85 0.77 0.81

● RandomForestClassifier(class_weight=‘balanced’, 
Random_State=1)
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Random Forest with Hyperparameter Tuning
Model Building 

● Not overfit
● All measures are close except Accuracy is 

out of the 2% threshold

Training Accuracy Recall Precision F1

Random 

Forest 

Hyper

0.77 0.92 0.78 0.84

Testing Accuracy Recall Precision F1

Random 

Forest

Hyper

0.74 0.90 0.76 0.82

● RandomForestClassifier (max_depth=10, min_samples=7, n_estimators=20, 
oob_score=True, Random_state=1)
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Boosting - AdaBoost
Model Building 

● Measures have a good fit

Training Accuracy Recall Precision F1

AdaBoost 0.74 0.89 0.76 0.82

Testing Accuracy Recall Precision F1

AdaBoost 0.73 0.89 0.76 0.82

● AdaBoostClassifier(Random_State=1)



Proprietary content. © Great Learning. All Rights Reserved. Unauthorized use or distribution prohibited.

Boosting – ADABoost with Hyperparameter Tuning
Model Building 

● Not overfit
● All measures are within the 2% threshold

Training Accuracy Recall Precision F1

AdaBoost

DTree
0.72 0.78 0.79 0.79

Testing Accuracy Recall Precision F1

AdaBoost

DTree
0.71 0.78 0.79 0.79

● AdaBoostClassifier
● Base_estimator: DecisionTreeClassifier
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Boosting - Gradient
Model Building 

● Not overfit
● All measures are within the 2% threshold

Training Accuracy Recall Precision F1

Gradient 

Boosting
0.75 0.88 0.78 0.83

Testing Accuracy Recall Precision F1

Gradient 

Boosting
0.74 0.88 0.77 0.82

● GradientBoostingClassifier (random_state=1)
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Boosting - Gradient with Hyperparameter Tuning
Model Building 

● Not overfit
● All measures are within the 2% threshold

Training Accuracy Recall Precision F1

Gradient 

Boosting

Hyper

0.76 0.88 0.79 0.83

Testing Accuracy Recall Precision F1

Gradient 

Boosting

Hyper

0.74 0.87 0.77 0.82

● GradientBoostingClassifier
● Init: AdaBoost Classifier
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Boosting - XGBoost
Model Building 

● All measures are out of the 2% threshold

Training Accuracy Recall Precision F1

XGBoost 0.84 0.93 0.84 0.89

Testing Accuracy Recall Precision F1

XGBoost 0.73 0.86 0.77 0.81

● XGBClassifier(base_score=none, booster=none, callbacks=none, colsample_bylevel=none, 
colsample_bynode=none, colsample_bytree=none, early_stopping_rounds=none, 
enable_categorical=false, eval_metrics=‘logloss’, feature_types=none, 
interaction_constraints=none, learning_rate=none, max_bin=none, max_cat_threshold=none, 
max_cat_to_onehot=none, max_delta_step=none, max_depth=none, max_leaves=none, 
min_child_weight=none, missing=nan, monotone_constraints=none, n_estimators=100, 
n_jobs=none, num_parallel_tree=none, predictor=none, random_state=1, …)
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Boosting – XGBoost with Hyperparameter Tuning
Model Building 

● Not overfit
● All measures are close except Accuracy is 

out of the 2% threshold

Training Accuracy Recall Precision F1

XGBoost

Hyper
0.77 0.88 0.79 0.84

Testing Accuracy Recall Precision F1

XGBoost

Hyper
0.75 0.87 0.78 0.82

● XGBClassifier(base_score=none, booster=none, callbacks=none, colsample_bylevel=0.9, 
colsample_bynode=none, colsample_bytree=0.9, early_stopping_rounds=none, 
enable_categorical=false, eval_metrics=‘logloss’, feature_types=none, gamma=5, gpu_id=none, 
grow_policy=none, importance_type=none, interaction_constraints=none, learning_rate=0.1, 
max_bin=none, max_cat_threshold=none, max_cat_to_onehot=none, max_delta_step=none, 
max_depth=none, max_leaves=none, min_child_weight=none, missing=nan, 
monotone_constraints=none, n_estimators=150, n_jobs=none, num_parallel_tree=none, 
predictor=none, random_state=1, …)
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Stacking
Model Building 

● All measures are out of the 2% threshold

Training Accuracy Recall Precision F1

Stacking 0.77 0.89 0.79 0.84

Testing Accuracy Recall Precision F1

Stacking 0.74 0.88 0.77 0.82

● AdaBoostClassifier
● Gradient Boosting

● Init: AdaBoostClassifier
● RandomForestClassifier
● Final_Estimator

○ XGBClassifier
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Machine Learning Summary
Model Performance Summary 
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Machine Learning Summary
Model Performance Summary

● Decision Tree: Overfit
● Tuned Decision Tree: All measures matched
● Bagging: Overfit
● Tuned Bagging: Overfit
● Random Forest: Overfit
● Tuned Random Forest: All measures are within 2% threshold, expect Accuracy
● AdaBoost:  Measures have a good fit
● Tuned AdaBoost: Measures have a good fit, but not as good as AdaBoost
● Gradient: All measures are within 2% threshold
● Tuned Gradient: All measures are within 2% threshold, but not as good as Gradient
● XGBoost: All measures are out of the 2% threshold
● Tuned XGBoost: All measures are within 2% threshold
● Stacking: All measures are within 2% threshold, expect Accuracy
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Machine Learning Summary
Model Performance Summary

Tuned XGBoost Classifier has the best fit 
Machine Learning Model

● Does not overfit

● Has the best Accuracy, Precision and 
F1 out of the models that did not overfit

● Education, job experience, prevailing 
wage are the three most important 
factors
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Happy Learning !
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