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● The goal is to help identify failures so that the generators could be repaired before failing/breaking 
to reduce the overall maintenance cost

● Utilized data to build a classification model that will help identify which factors should be focused 
on that will lead to a failure

● Identify factors that influenced failures

● Focused on data from

● A variety of sensors

● If the sensors had failed or not

● Relating to environmental factors

● Relating to various parts of the wind turbine

What and How 
Executive Summary 
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Conclusions 
Executive Summary

● Most of the data was normally distributed 
or with slight skews

● The Model 

○ Does a good job of in the data 

○ 85% true positive rate

○ Is good for prediction
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Recommendations
Executive Summary

● Focus on the factors from

● V36

● V30

● V18

● V12

● V9

● V35

● V37

● Continue to utilize the data and the model 
to notice trends and changes in failure 
and non-failure rates

● Collect more data to continue to improve 
the model

● Collect different data sources to see if 
other factors lead to failures
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How can we discover the most important sensors
Business Problem Overview and Solution Approach

● Find the sensors that are most important 
to repair

● What does the data tell us?

● The Approach

● Developed the questions to explore data with

● Perfome data overview

● Exploratory Data Analysis

● Data Preprocessing

● Missing value imputations

● Model Building

● Hyperparameter Tuning

● Compaired models and chose the best fit

● Created Pipeline

● Developed recomendations
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Data Overview

• 20,000 Rows – Training Set
• 41 Columns – Training Set
• 5,000 Rows – Test Set
• 41 Columns – Test Set
• V1 – V40 (float64)
• Target (int64)
• Float – 40 values
• Int64 – 1 value
• V1 and V2 have 18 missing values
• No duplicate values
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Data – Average, Max, Min 
Exploritory Data Analysis 
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Variables
Exploritory Data Analysis 

● V1 is right skewed
● Large numbers of outliers

● The V2 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V3 is slightly right skewed
● Large numbers of outliers

● The V4 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V5 is normally distributed
● Large numbers of outliers

● The V6 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V7 is normally distributed
● Large numbers of outliers

● The V8 is slightly left skewed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V9 is normally distributed
● Large numbers of outliers

● The V10 is slightly left skewed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V11 is normally distributed
● Large numbers of outliers

● The V12 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V13 is normally distributed
● Large numbers of outliers

● The V14 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V15 is normally distributed
● Large numbers of outliers

● The V16 is slightly left skewed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V17 is normally distributed
● Large numbers of outliers

● The V18 is slightly right skewed
● Large number of outliers



Proprietary content. © Great Learning. All Rights Reserved. Unauthorized use or distribution prohibited.

Variables
Exploritory Data Analysis 

● V19 is normally distributed
● Large numbers of outliers

● The V20 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V21 is normally distributed
● Large numbers of outliers

● The V22 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V23 is normally distributed
● Large numbers of outliers

● The V24 is right skewed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V25 is normally distributed
● Large numbers of outliers

● The V26 is right skewed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V27 is right skewed
● Large numbers of outliers

● The V28 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V29 is right skewed
● Large numbers of outliers

● The V30 is left skewed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V31 is normally distributed
● Large numbers of outliers

● The V32 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V33 is normally distributed
● Large numbers of outliers

● The V34 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V35 is normally distributed
● Large numbers of outliers

● The V36 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V37 is right skewed
● Large numbers of outliers

● The V38 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● V39 is right skewed
● Large numbers of outliers

● The V40 is normally distributed
● Large number of outliers
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Variables
Exploritory Data Analysis 

● Target is majority no failure
● On the training data

○ 18,890 no failure

○ 1,110 failures
● On the test data

○ 4,718 no failure

○ 282 failures
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Feature Engineering 
Data Preprocessing 
● No duplicate value

● Split train data set into train and test

● Split new training data in to training and validation into 75:25 ratio

● 14,000 Rows – Train

● 40 Columns – Train

● 6,000 Rows – Validation

● 40 Rows - Validation

● Dropped Target variable from test data

● 5,000 Rows

● 40 Columns

● Large amount of outliers,

● No treatment
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Missing Value Treatment 
Data Preprocessing 

● Created an instance of the 
imputer to be used

● Fit and transformed the train, 
validation and test data

● There were 36 missing values
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Model Evaluation Criterion
Model Building

• True positives (TP) are failures correctly predicted by the model.
• False negatives (FN) are real failures in a generator where there is no detection by model.
• False positives (FP) are failure detections in a generator where there is no failure.
• Created a function to compute different metrics to check performance of a classification model using 

sklearn
• Will try and maximize Recall
• Used Recall as a scorer in cross-validation and hyperparameter tuning



Proprietary content. © Great Learning. All Rights Reserved. Unauthorized use or distribution prohibited.

Original Data
Model Building

CV Training Set

Logistic 

Regression

Bagging Random 

Forest

GBM Ada

Boost

Xg

Boost

DTree

CV 

Training

0.512 0.708 0.731 0.70

0

0.631 0.805 0.738

CV 
Validation

0.447 0.705 0.708 0.68

4

0.581 0.805 0.717
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Oversampled Data
Model Building

CV Training Set

Logistic 

Regression

Bagging Random 

Forest

GBM Ada

Boost

Xg

Boost

DTree

CV 

Training

0.879 0.977 0.983 0.92

3

0.899 0.989 0.971

CV 
Validation

0.836 0.812 0.839 0.84

4

0.854 0.857 0.784

● Before Oversampling non failures: 13,129
● Before Oversampling failures: 781
● After Oversampling non-failures: 13,219
● After Oversampling failures: 13,219
● After Oversampling shape of train_x: (26438,40)
● After Oversampling shape of train_y: (26,438,)
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Undersampled Data
Model Building

CV Training Set

Logistic 

Regression

Bagging Random 

Forest

GBM Ada

Boost

Xg

Boost

DTree

CV 

Training

0.848 0.857 0.887 0.88

3

0.864 0.895 0.849

CV 
Validation

0.836 0.848 0.881 0.89

1

0.854 0.891 0.839

● Before Under sampling non failures: 13,129
● Before Under sampling failures: 781
● After Under sampling non-failures: 781
● After Under sampling failures: 781
● After Under sampling shape of train_x: (1,562,40)
● After Under sampling shape of train_y: (1,562,)
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AdaBoost using Oversampled Data
Hyperparameter Tuning

Training Set

N

Estimators

Learning

Rate

Base

Estimator:

Dtree

CV 

Score

200 0.2 Max 

Depth: 3

0.974

There is overfitting in recall, precision and F1 
Accuracy Recall Precision F1

0.993 0.990 0.996 0.993

Accuracy Recall Precision F1

0.984 0.872 0.837 0.854

Validation Set
Base Estimator: Decision Tree Classifier



Proprietary content. © Great Learning. All Rights Reserved. Unauthorized use or distribution prohibited.

Gradient Boosting using Undersampled Data
Hyperparameter Tuning

Training Set

There is overfitting in recall, precision and F1 
Accuracy Recall Precision F1

0.995 0.995 0.995 0.995

Accuracy Recall Precision F1

0.968 0.827 0.663 0.736

Validation Set
N

Estimators

Subsample Learning Rate CV 

Score

Max

Features

125 0.7 1 0.970 0.5
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XGBoost using Oversampled Data
Hyperparameter Tuning

Training Set

There is overfitting in recall, precision and F1 
Accuracy Recall Precision F1

0.994 1.000 0.989 0.994

Accuracy Recall Precision F1

0.969 0.888 0.659 0.756

Validation Set
N

Estimators

Learning

Rate

Gamma CV 

Score

Sub

Sample

Scale

POS

Weight

150 0.1 3 0.997 0.8 10
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Model Performance Comparison
Model Performance Summary

Training 

Set

Gradient 

Boosting

AdaBoost Random 

Forest

XG

Boost

Accuracy 0.995 0.993 0.960 0.994

Recall 0.995 0.990 0.928 1.000

Precision 0.995 0.996 0.990 0.989

F1 0.995 0.993 0.958 0.998

Validation 

Set

Gradient 

Boosting

AdaBoost Random 

Forest

XG

Boost

Accuracy 0.968 0.984 0.949 0.969

Recall 0.827 0.872 0.888 0.888

Precision 0.663 0.837 0.522 0.659

F1 0.736 0.854 0.658 0.756
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Model Performance Comparison
Model Performance Summary

● Chose AdaBoost as the best fit model
● Did not overfit on the Test data
● Most important features

○ V36, V30, V18, V12, V9, V35, V37

AdaBoost Test Data Training 

Data

Accuracy 0.980 0.984

Recall 0.844 0.872

Precision 0.810 0.837

F1 0.826 0.854
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Productionization of final model
Final Model Pipeline

● Created a pipeline for AdaBoost
● Dropped Target variable from the train and test sets
● Ran SMOTE
● Fit model to data

○ Adaboost classifier

○ Base Estimator:  Decision Tree Classifier

AdaBoost 

SMOTE

Test Data

Accuracy 0.978

Recall 0.851

Precision 0.774

F1 0.811
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Happy Learning !

42
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